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ABSTRACT
Traditional search engine evaluation relies on a list of query
document pairs along with a score reflecting the document
relevance to the query. The score is generally a human as-
sessment, but nothing is said explicitly about the actual user
behavior. In this paper we illustrate with a toy model that
once the user behavior is agreed upon, the human assess-
ment can be eliminated and the engine performance can be
evaluated based on the clickthrough data of past users.

1. INTRODUCTION
The majority of research in evaluating information re-

trieval systems has focused on static collections consisting
of relatively homogeneous documents, and queries composed
or selected by professional assessors, such as the collections
assembled by NIST1. Even in these controlled conditions,
constructing assessments is an expensive and time consum-
ing activity. Evaluating a Web search engine is considerably
more resource-consuming as the Web is dynamic rather than
static, the documents are heterogeneous in terms of quality,
content, format and language, and the queries are posed by
the general public, rather than information finding experts.
That said, Web search engines have a potentially unlimited
source of information about documents and queries that
could not possibly be constructed in a laboratory setting:
the complete user session (query history, viewed documents,
clicked documents, etc.) for millions of users, in millions of
search contexts. If we could create a model of the user inter-
action with the system in such a way that data about clicked
documents could be used as a surrogate for relevance judg-
ments, search engines could be evaluated more accurately,
improving the quality of the results with very little cost or
overhead. Furthermore, an automated Web search engine
evaluation is able to keep pace with document collection
changes, or changes in the focus of the popular searches.

A difficulty arises in the use of user clicks as relevance
surrogates. Although it is possible to analyze millions of
sessions, a user click has been found to be a weak indicator
of user interest [11]. One reason for this is that although
most users scan the results list from the top, each user halts
their search at a different position in the ranked list. Thus,
we know how many times a document was selected, but
we don’t know how many times it was viewed by the user

1http://www.trec.nist.gov (April 2007).
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who decided not to select it. Furthermore, documents pre-
sented in the first page of results are more likely to be clicked
than documents presented in later pages, and documents
presented at the top of the ranked list are more likely to be
clicked than documents presented further down, irrespective
of their relevance [8]. Several methods have been proposed
to compensate for this bias [3, 13].

In this paper we propose to evaluate a Web search engine,
we must estimate the probability that a document is relevant
to a set of queries, unbiased with respect to the document’s
position in the ranked list. Further, we must estimate the
probability that a user will view the document snippet in
the ranked list. Intuitively, the user frequently views only
a portion of the ranked list, and documents for which the
URL, title and text snippet are never seen will not be clicked.

We propose a generative model to predict user clicks on
document snippets based on user sessions recorded in the
query logs. Our model unbiases the clicks with respect to
position in the ranked list, allowing the data to be used as
relevance surrogates to evaluate search engine performance.

The remainder of the paper is organized as follows. In
Section 2, we formalize our hypotheses and present a sum-
mary of the model. We present experiments in Section 3 to
investigate the properties of the model itself, compared to
a simple model where documents are selected irrespective
of their positions. In this section we propose a metric for
search engine evaluation based on our model, and examine
the stability of the measure. We discuss related work and
present our conclusions and future work in Section 4.

2. A GENERATIVE MODEL
Consider the following scenario: A user issues a query,

and is presented with a list of document snippets by the
search engine. The user scans the list starting with the first
result and goes down the list of document snippets sequen-
tially, according to their rank. For each snippet in the list,
the user either selects the document because the snippet
was attractive, or the snippet was not selected. (We do not
know whether the snippet was not selected because it was
unattractive, or because the user did not look at it.) The
user then returns to the list and either continues the search
or abandons it. Although real user behavior may be consid-
erably more complex, for example, a user may go back to
previous results in the list, or jump ahead in the list with-
out looking at the intervening documents, this scenario is
consistent with the eye-tracking studies of search behavior
described in Joachims et al. [5, 8]. In a sample of more than
ten million sessions, we observed that more than 91% con-



tain only sequential selections. In the following sections we
present a generative model that represents this scenario.

2.1 Variables and assumptions
The selection process can be represented as the joint prob-

ability P(s, d, u, q) where q is the query (a string), u the doc-
ument (an URL), d the distance to the previous selection in
the same session2 and s reflects whether the document was
selected or not.

Whether the document snippet is selected depends in part
on its attractivity. This is a binary decision: either the user
finds the snippet attractive enough to click on, or not. Thus
the probability of the attractivity of a document can be seen
as the result of a voting process among all users issuing a
given query and who saw the document.

The decision to continue searching up to the position of
a given document snippet is the perseverence. We propose
that perseverence is dependent on the distance from the last
selection. The intuition is that a user tends to abandon the
search after seeing a long sequence of unattractive snippets.

If we make the assumption that the snippet represents
the document fairly, the probability of attractivity can be
interpreted as a measure of relevance. This is the approach
taken by Radlinski and Joachims [12] among others.

While click-through data is noisy, the user selections do
convey information and the effects of occasional user selec-
tion mistakes will be mitigated by considering a large num-
ber of selections. Presumably, the noisier the data, the
larger the number of query sessions needed to infer a re-
lationship between clicks and relevance. The question of
how many sessions of a query are needed is an open ques-
tion, but we assume our Bayesian model copes gracefully
with this variability. Moreover, commercial search engines
generate enormous amounts of data, and even the compar-
atively small amount used in experiments reported in the
literature [12, 9] produced significant results.

2.2 The Model
If we include the latent variables a (attractivity) and c

(consideration), the full model is identified with the joint
distribution P(s, a, c, u, q, d). We view attractivity as an in-
trinsic property of the relation between the document and
the query. This is precisely the property the search engine
attempts to evaluate in order to rank the documents. We
also suppose that the user decision to continue considering
snippets after scanning without success through d − 1 po-
sitions happens before he examines the snippet at distance
d. Consequently, his decision is independent of the actual
snippet content at distance d. Conditioning on u, q and d,
the full joint distribution can be rewritten as:

P(s,a, c|u, q, d) = P(c|d)P(a|u, q) (1)

where we use boldface to denote that a random variable is
true (e.g. s). The probability P(s|a, c) is deterministic (and
equals 1) because a user selects a document only if its snip-
pet is attractive and considered.

Attractivity can be modeled by a simple Bernoulli trial
with success probability αu,q because it is a binary value
depending exclusively on the document and the query. Con-
sideration is also modeled by a Bernoulli trial, with a success

2The meaning of “session” in this work is unsual and repre-
sents the set of repetitions of the same query.

Table 1: Mean log-likelihood per session for the
“popularity” and “distance” models for different
priors Be(αuq|auq , buq) (all documents have the same
prior). Reasonable Be(γd|md, nd) priors have neglige-
able influence and we chose md = nd = 1 for all d.

a b popularity distance
1 1 -2.85 -2.26
1 10 -2.86 -1.93
1 100 -2.93 -1.90

0.1 10 -2.91 -1.76
1 1000 -3.32 -2.65

probability γd, which we refer to as the perseverence, repre-
senting the probability of considering a snippet at a distance
d knowing that the user did not select any document in the
previous d − 1 positions.

Beta distributions Be(αuq|auq, buq) and Be(γd|m, n) are
adopted as priors for each αuq and γd, where auq, buq, md

and nd are the prior parameters associated with the (u, q)
pairs and the perseverences at different distances.

A special case of our model is the “popularity” or “näıve”
model where perseverence is constant, i.e. when P(c|d) = 1.
In this special case the attractivity of a document is the
number of sessions for the query, divided by the number of
selections of the document.

We make the common assumption that observations are
independent: the data likelihood is the product of the in-
dividual observation likelihoods. This simple model can be
extended in various ways, for example to take into account
the positions of the documents or the page of results. The
model and an iterative algorithm for parameters estimation
are described in more detail in Dupret et al. [4].

3. NUMERICAL EXPERIMENTS
To evaluate the model, we compare it to a popularity

model. Following, we develop a metric to determine whether
the proposed model is useful for evaluating search engines.

3.1 Model Evaluation
We evaluate the model on a sample of queries from a com-

mercial search engine. There are approximately 3 million
(u, q) pairs. The average log-likelihood of the data per ses-
sion given the näıve model compared to the distance-centric
model for different priors Be(αuq |auq, buq) is shown in Ta-
ble 1. The parameters auq and buq correspond to a prior
of auq selections in a total of auq + buq sessions. For ex-
ample, auq = 1 and buq = 10 corresponds to 1 selection in
11 sessions. Using ten random test and training splits, we
find that the distance model, whatever the value of auq and
buq, has a higher log-likelihood than the näıve model, with a
t-test p-value of ≈ 6×10−13. We conclude that the distance
model better represents the data than the popularity model.

The priors associated with the perseverence are domi-
nated by the data and have only a marginal influence on
the results. We set the prior to be Be(γd|1, 1) for all d,
corresponding to a uniform prior.

The priors associated with attractivity have a strong in-
fluence on the final attractivity estimates. The reason is
that for most document-query pairs, we have relatively few
observations. The larger the value auq +buq, the more confi-
dence we place in our prior and more observations from the



logs are necessary to alter it. The choice of prior therefore
allows us to tune the system to give more or less confidence
in user clicks compared with other sources of information,
such as the engine score or the Pagerank of the document.
In presence of sparse and noisy data like clickthrough data,
this is clearly an advantage.

3.2 Search Engine Evaluation
The main proposition of this paper is that given a user

model, click-through data can be used to evaluate a search
engine, under the assumption that the attractivity of a doc-
ument snippet can be used to estimate document relevance.
Because the model removes the positional bias in the click-
through data, the attractivities do not depend on how the
user reached the document, but rather on whether a user
who saw the document selected it or not. The engine evalu-
ation measure we propose is the expected number of attrac-
tive documents a user would see.

Because search engines regularly update their document
collection and their ranking algorithms, the position of a
document in the result list may change. We denote a spe-
cific ordering by o. Such ordering is typically associated
with several sessions and we denote P (o|q) its probability
of occurence. We call σ a sequence of selections in a result
list, that is the set of ranks the user clicked on. The proba-
bility P(σ|q, o) is computed with our model, considering the
attractivity of the presented documents and the persistence
of the users. For a given set of selections, we can compute
the expected number of attractive documents the user sees
as a(σ, o, q) =

P

r∈σ
P (ar|q, o) where ar is the attractivity

of the document at rank r for the ordering o of query q. In
these settings, the expected number of attractive documents
is

R =
X

q

P(q)
X

o

P(o|q)
X

σ

P(σ|o, q)a(σ, o, q)

The R score is conditioned on the users effectively following
the selection process we described. The measure is thus de-
pendent on both the logs (for the queries and the orderings)
and the user model. The measure is higher when most prob-
able user behaviors, queries and orderings, as estimated by
the P(σ, o, q) term, are related to a high number of attractive
documents a(σ, o, q).

It may seem counter-intuitive to use the same model to
measure performance and to set the model parameters. How-
ever, we can state that if the model is accurate enough and
the parameters are correctly learned, then the measure is a
good approximation of the real average number of attractive
documents an average user would see.

The R score can be understood as generalization of Dis-
counted Cumulative Gain (DCG [10]). According to this last
measure, the gain of a document depends on its relevance
and on its rank. Intuitively, a relevant document at rank 10
is less useful than a relevant document at rank one, so the
relevance score of a document is discounted by the log of its
rank. However, whereas cumulative gain was constructed
in a standard IR evaluation setting and its paramters are
set heuristically, the measure R directly estimates its pa-
rameters according to the query logs. The equivalent of the
discount parameter in DCG is the persistence of the user and
leads in practice to a decreasing “gain” for higher ranks. In
Figure 1 we plotted the mean probability of a document
consideration as a function of its position on a log scale.
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Figure 1: Mean probability of considering the posi-
tion on the x-axis for various attractivity priors (log
scale).

R sort cumul d1 d3 d5 d7 d9

0
.3

5
0
.4

0
0
.4

5
0
.5

0
0
.5

5
0
.6

0

Figure 2: Boxplots of R scores and various statistics
for the prior Be(α|0, 10). The column labeled “sort”
shows the score achieved if documents are sorted
by decreasing attractivities. “cumul” is the sum of
mean attractivities over the first ten ranks, and d1

to d9 are obtained by replacing 1 - 9 documents at a
random position by a document with attractivity 0.

We observe an exponential decrease similar to the dis-
counting factor in the DCG measure. The R score shares
some of the characteristics of DCG, but it has been adapted
to the user behavior of the engine being studied. Similarly,
the attractivity is estimated by unbiasing the click-through
data. Another difference is that the averaging over queries
is done with respect to the query distribution in the logs.

We estimated the R scores for different priors on attrac-
tivities (perseverance priors are always set to Be(γd|1, 1))
and 30 different random splits of the query logs. We split
the data by identifying the orderings in the click-through
data and we assign them randomly to the training or test
set with a probability one half. Consequently, an ordering
appearing in the training set never appears in the test set,
even if there is more than one query session for a given or-
dering. We learn the attractivities and perseverences on the
training set and use this data to estimate the R score on the
test set. In Table 2, we report the mean R scores and the
associated variance for different priors computed over the
first ten positions in the ranking. We see that the variance
is remarkably small for all realistic priors, ensuring that the



Table 2: R (scaled by a constant in order to mask proprietary information) scores and various statistics for
different priors Be(α|auq , buq). We consider only the first 10 positions.

a b R var R sorted d1 d2 d3 d4 d5 d6 d7 d8 d9 cumul
0 1 0.59 0.10 0.65 0.63 0.61 0.58 0.56 0.54 0.52 0.50 0.48 0.46 1.00
0 10 0.41 0.07 0.43 0.42 0.41 0.40 0.39 0.38 0.36 0.35 0.34 0.33 0.62

0.1 1 0.67 0.08 0.76 0.75 0.74 0.73 0.73 0.72 0.71 0.70 0.70 0.69 1.37
0.1 10 0.43 0.06 0.46 0.45 0.44 0.42 0.41 0.40 0.39 0.38 0.37 0.36 0.69
10 1 1.99 0.30 2.49 2.51 2.53 2.54 2.56 2.58 2.60 2.62 2.64 2.67 8.19
1 1 1.09 0.11 1.41 1.43 1.44 1.46 1.48 1.50 1.52 1.55 1.57 1.60 3.92
1 10 0.55 0.04 0.60 0.59 0.59 0.58 0.58 0.57 0.57 0.56 0.56 0.55 1.28

measure is resistant to changes in the training set.3 The
“cumul” column in Table 2 reports the sum of the docu-
ment attractivities over the ten positions, averaged over the
30 splits, corresponding to a user selecting all documents.

We also report the performance of an ideal search engine
that orders the documents according to decreasing attractiv-
ities under the label “sorted”. As expected, the score is sys-
tematically and significantly higher than the actual engine
score. This is naturally the best achievable score for natural
settings of the perseverences (it is possible to choose perse-
verences such that other rankings lead to a better score, but
these are unrealistic).

The di, i = 1 . . . 9 columns report the results of progres-
sively degrading the optimal ranking by randomly choosing i

documents among the first ten positions and replacing them
with a document having an attractivity distribution equal to
the prior. We observe a stable decrease along with the level
i of degradation for all but the unreasonable priors, where
in most cases the prior attractivity is higher than the one
of the replaced documents. This shows that the measure
degrades gracefully with the quality of the ranking.

4. RELATED WORK AND DISCUSSION
The majority of work on click-through behavior aims at

infering relevance judgments from user clicks. User clicks
are exploited to re-rank search results by Joachims [6] and
Radlinski and Joachims [12], as well as in Agichtein et al. [1]
or [3]. Carterette and Jones use click-through data to predict
search engine performance using a probabilistic approach [2].
Joachims et al. [7] recommend pages to users based on their
previous selections, and the selections of users who browsed
the same information.

The toy model we present is clearly unable to represent ac-
curately user bahavior, but it opens the door to more formal
analysis of click-through data. In future work, perseverence
could be modeled to depend on the page of results and on
the query to reflect that a user may have different behavior
for different queries. Other interest indicators, such as time
or query history, might be included in this model. Because
it is a bayesian model, it can easily be extended to include
other types of evidence in the priors. In spite of its def-
icencies, the current model helped us to argue that given
a reasonable user model, a search engine can be evaluated
based on the click-through data.

3Be(αuq|10, 1) implies that we believe that all documents
are 90% attractive beforehand.
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